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@ Unimodal (Text) Propagandistic Technique Detection
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Propaganda is a communication tool ool AT plealy el Qs ity i) Sl Blee ol el

that is deliberately used to influence
audience towards a specific goal

e Tweets collected from different accounts of Arabic hews sources
(Hasanain et al., 2023) + tweets relevant to war on Gaza.

o News paragraphs selected from news articles (Hasanain et al. 2023)
a. AraFacts (Ali et al.,, 2021) b. in-house news articles collection
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- Translation: He added: 'In parallel with the optimistic :
. atmosphere that their sources are spreading, they are spreading -
- rumors that the formation process has ended, and that it's only a -

TaSk Deﬁnition: Given d mUltigenre teXt  matter of hours. They deceive others into believing that they
: - want to form EIGOVEIRMEREMNICIOtEISRNERONODSIRUGHIE :
snippet, detect the propaganda e | | Annotation:
- -  Ministry of Energy, which they held for years and promised to -
techniques used In the text together . oS snemeenmamie - | | Phase 1: Individual annotators annotate the dataset
: : : : waste in this sector has reached 55% of the state's finances, - : : : -
with the exact span(s) in which each . ESISSMENSHSS o <! oo Beydnvenss :nd . | o Phase 2: Consolidation is done with expert annotators to resolve

. that's why they were afraid of Hariri."

propaganda technique appears. disagreement and ensure quality.

- Techniques: Appeal to Authority SIiEEle AppealtolEear
- Bandwagon :

Dataset size
0 1.5K tweets + 7.5K paragraphs

Translation: when you think about all the

Task Definition opportunities you have for success but Data Collection:
then you remember that you live in an Arab | | |
e Subtask 2A: Given a text extracted from a meme, country e Memes collected from public groups on social media platform (e.g.,
. . . . . SAD aaay s cdalad ol £ Ll L, Jaas U :
categorize whether it is propagandistic or not. U Ry Facebook, Twitter (X), Instagram, etc)

e Subtask 2B: Given a meme (text overlayed image),
detect whether the content is propagandistic.

e Subtask 2C: Given multimodal content (text extracted
from meme and the meme itself), detect whether the

. e Texts from the memes were extracted using an off-the-shelf OCR.
| Annotation:

e Three annotators per meme Dataset size

e Majority voting for final labels 0 3KMemes

a) Propagandistic

content is propagandistic.

Results

TASK 2A

TASK 2B TASK 2C
7, 7

Team Rank Micro F1 Team Rank Macro F1 Team Rank Macro F1 Team Rank Macro F1
CUET _sstm 1 0.2995 AlexUNLP-MZ 1 0.787 CLTL 1 0.711 AlexUNLP-MZ 1 0.805
Mela 2 0.2833 CLTE 2 0.779 MemeMind 2 0.664 ASOS 2 0.798
MemeMind 3 0.2774 MemeMind 3 0.746 AlexUNLP-MZ 3 0.659 CLTL, 3 0.798
Nullpointer 4 0.2541 DLRG 4 0.739 Baseline 0.475 MemeMind 4 0.797
gussexﬁ.&lc . 2 8(1)322 One_by_zero 5 0.674 Team Engima 5 0.753
B“;‘S‘:ﬁ‘;" Eyhe — Z-Index 6  0.633 MODOS 6  0.729
: Baseline 0.453 Z-Index 7 0.712
Baseline 0.493
o
| Evaluation Setup Approaches
» Development phase: released train and development subsets, and o Task 1: fine-tuning Arabic transformer models like AraBERT is the most
l participants submitted runs on the development subsets. common system architecture. Majority of the teams modeled the task as
| « Test phase: participants submitted runs on the official test subsets. a token classification problem.
: o Task 2: fine-tuning transformer models such as MARBERT is the most
: Participation popular architecture. As for the vision models ResNet was the most
: Total (test phase): 14 teams !oopular choice. For subtask C, multiple fusion technigques of text and
| ' iImage models were used.
| Task 1: 6 teams Task 2: 9 teams
I Findings Summary and Future Work
i o Task 1. Summary
| o Results demonstrate the difficulty of the task with the best system e The shared task tackled both text and image modalities.
l achieving a Micro F1 of 0.3. o« Some systems reported challenges due to the skewed label
: distribution and attempted data augmentation approaches.
K Task 2: o Most systems fine-tuned transformer models.
| o Asthe subtasks were binary classification tasks, the participating
l systems generally had strong performance. The subtask 2B that is Future work
: focused on the image modality proven to be the most challenging. o Extend the multimodal task to be at the span level
|
|

o Offer span level detection tasks
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