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Tasks
Task 1: Persuasion Technique Detection
Task 2: Disinformation Detection
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Information posted

Shared Consumed

Influenced
Misled social and mainstream 

media 



Communication that deliberately 
misrepresent symbols, appealing to 
emotions and prejudices and bypassing 
rational thought, to influence its 
audience towards a specific goal*

*definition re-elaborated from Institute for Propaganda Analysis (Ed.). (1938). How to Detect Propaganda. In Propaganda 
Analysis. Volume I of the Publications of the Institute for Propaganda Analysis (pp. 210–218). 

Task 1: Persuasion Technique Detection
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Smears



Task 1: Persuasion Technique Detection
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Subtask A: Given a multigenre (tweet and news paragraphs of the 
news articles) snippet, identify whether it contains content with 
persuasion technique. This is a binary classification task.

Input
System

Output

Propagandistic

not-propagandistic



Task 1: Persuasion Technique Detection
Subtask B: Given a multigenre (tweet and news paragraphs of the 
news articles) snippet, identify the propaganda techniques used in it. 
This is a multilabel classification task.
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Input System

Output: Zero or more of the 23 techniques



Dataset
Data Collection:

● Tweets collected from different accounts of Arabic 
news sources (Alam et al., 2022b)

● News paragraphs selected from news articles 
(Hasanain et al. 2023) 
a. AraFacts (Ali et al., 2021) 
b. in-house news articles collection 
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Dataset: Annotation
23 Techniques
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● Phase 1: Individual annotators annotate the dataset
● Phase 2: Consolidation is done with expert annotators to 

resolve the disagreement and ensure quality

Dataset: Annotation
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Dataset: Statistics
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Subtask A Subtask B

Total: 3,189

Total: 5,919



Task 2: Disinformation Detection

Subtask 2A: Given a tweet, categorize whether it is disinformative. This 
is a binary classification task.
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Task 2: Disinformation Detection
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Subtask 2B: Given a tweet, detect the fine-grained disinformation 
class, if any. This is a multiclass classification task. The fine-grained 
labels include hate-speech, offensive, rumor, and spam.
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Dataset
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● Arabic tweets collected in February & March 2020 using 
keyword Corona

● Selected tweets that were deleted after posting 
● Manually annotated 22K deleted and non-deleted tweets 

with different categories



Dataset: Statistics
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Subtask A

Subtask B



● Development phase: released train and development 
subsets, and participants submitted runs on the 
development set

● Test phase: participants submitted run on the official 
test subset

● Official measure: Micro F1

Evaluation Setup

1414



● Total (test phase): 20 teams
- Task 1: 14 teams
- Task 2: 16 teams
- 16 teams submitted system description papers

Participation
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● The most commonly used model was AraBERT, 
MARBERT, ARBERT, and QARiB.

● Ensembles, data augmentation, and preprocessing

Approaches
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Results: Task 1
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Results: Task 2
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Findings
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● Task 1 (Persuasion Technique Detection):
○ Several participating systems showed the positive impact of 

exploring loss functions other than the typical Cross Entropy loss. 

● Task 2 (Disinformation Detection): 
○ We observe the systems achieved significantly high performance 

even in the fine-grained Subtask 2B.



Summary
● Extended propaganda detection task with multigenre dataset 

(tweets + news articles)
● Disinformation detection task
● Challenges due to the skewed label distribution
● Most systems fine-tuned transformer models, used data 

augmentation and standard pre-processing

Future work
● Extend to multimodality of the problems
● Offer span level detection tasks

Summary and Future Work
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